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Summary Statement: The use of deceptive methodology in simulation education is an emerging ethical controversy. At the 2014 International Meeting on Simulation in Healthcare, arguments for and against its use were debated by simulation experts. What emerged from this discussion was an apparent disconnect between current practice and existing empiric research on this subject. At present, no framework exists to guide the simulation community’s exploration of this issue of deception.

After reviewing the relevant psychological literature, we propose a framework delineating discrete elements and important relationships, which enables a comprehensive view of the factors germane to simulations that use deception. We further comment on key pedagogical and psychological issues in the context of this framework and define an agenda for further research. Educators are encouraged to use this framework when determining whether, when, and how deception might be used and, if used, how it can be ethically justified and carefully implemented.
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Simulation educators (and medical educators in general) have long used elements of deception as a pedagogical technique.1-4 Still, educators have concerns regarding the proper balance between the deception that is sometimes thought to be required to generate a realistic learning experience and the possible negative impact of that deception on participants. These concerns include its effect on the self-image of participants as clinicians, their perception of trust in the educational team, and their assumed values regarding truthfulness in medical practice.3,5-8 Educators have long recognized that simulation operates in a gray area between the real and the unreal, where both learners and educators enter into a “fiction contract.”9 According to Erving Goffman’s influential sociologic model, this contract exists as an understanding in which a “primary frame” (an actual environment of practice) is recreated in another context (in this case a simulated environment) for a specific purpose.9,10 Within these “modulations,” all participants have a clear understanding of where the new context of the frame begins and ends. Significantly, this schema also recognizes the existence of “deceptions,” modulations in which there is no clear agreement or knowledge among participants regarding the ground rules of the activity.9,10 In simulation, the concern is about the lack of agreement or consent. Some authors emphasize that “trust is embedded into the ground rules of many simulator programs and raise concerns that deception and deceptive tactics risk destroying this essential foundation of successful simulation.”9,10 These issues were highlighted in a recent debate at the 2014 International Meeting on Simulation in Healthcare, during which viewpoints in favor of and opposed to the use of deception were presented and discussed with a large audience.

A Case Scenario to Consider

The debate began with a published scenario in which a patient experiences cardiac arrest caused by a known electrolyte disturbance.1 Midway through the arrest, a senior clinician “confederate” (one who is “in league with” the simulation instructor) enters, assumes control of the situation, and orders the administration of an incorrect medication infusion, that, given the cause of the arrest, would almost certainly be lethal. This individual’s role as a confederate is not known to the learners—they believe that the attending is an actual course participant. If the drug is given, the mannequin “dies.” The intent of the case is to create a situation necessitating a challenge to an authority figure to protect the well-being of the patient. The deception and misdirection used
to create this situation was the focus of discussion for the 2014 International Meeting on Simulation in Healthcare debate.

Debate and Commentary

Proponents argued that deceptive methods are sometimes necessary to generate a genuine psychological experience on the part of the learner and that simulation as a methodology presupposes a certain degree of deception as it uses artificial environments that “deceive” participants to recreate real clinical care. They argued that only this approach provides enough emotional fidelity for the learner to be able to relate the knowledge gained in the simulation to their practice.1,2,11,12 Because many of the real-world situations presented in simulation have the potential to result in significant patient harm, proponents suggested that the possibility of psychological distress in the learners is acceptable given the far greater distress to clinicians, patients, and families associated with an actual adverse event. Proponents suggested that these ethical concerns can be mitigated through careful briefing, debriefing, and appropriate limits on the extent of the deception.13 In this scenario, for example, the confederate was instructed to resist a challenge of the inappropriate order initially but to relent after an appropriate second challenge, and the deception was disclosed in an emotionally safe debriefing environment where the circumstances could be explored in a psychologically protected fashion by faculty thoroughly trained in facilitation. Although no simulation-specific evidence exists regarding the effects of debriefing on teams exposed to deception, studies of debriefing in the context of deception-based psychological research have shown a mitigating effect.14,15 Debriefing has also shown itself valuable in defusing the emotional stress generated by other difficult simulations such as those including mannequin death.5,6,16,17

Opponents opined, in turn, that deception constitutes a major relational transgression that can result in a sense of mistrust and betrayal between partners. By manipulating an already existing power differential between learner and teacher, such deception could potentially damage the foundation of psychological safety and trustworthiness that is necessary for effective learning to take place. Such mistrust could also spill over into the clinical environment, undermining the very teamwork and communication that the simulation was intended to foster. Recent work cautions that the use of confederates in simulation is not as simple and straightforward as it might seem.18 Opponents were also concerned that a failure to challenge the team leader could negatively affect the learner’s sense of self, especially when participants are not expecting to face probing inspection (or introspection) about their “character.”19 Simulation participants, for example, might experience self-reproach or be too shamed or reluctant to reveal the reasons why they did not challenge the confederate. It is entirely likely that the average facilitator might not have the skill set, confidence, or sensitivity to debrief such negative and complex emotional responses or their aftermath. With the increasing frequency of mandatory participation in simulation, the use of deception without such respective disclosure to participants was presented as a possible endemic ethical breach. Opponents suggested that other approaches may exist, which could allow for sufficient psychological fidelity to achieve teaching goals about complex behaviors in difficult clinical situations without the use of deception, although a simple solution to this aspect of the problem is not clear.

To emphasize these points, one debater referenced his own participation as a learner in a deceptive situation, describing a feeling of lingering betrayal that remained long after the debriefing. In his own words, he described having “tried to do my best in an environment where, I learned, not everyone else was doing their best.” To use Goffman’s framework, he believed that he had entered a “modulation” (an adaptation of a real environment where everyone had agreed to abide by the same shared set of rules), when in fact he had entered a “deception,” and this realization led to a heightened sense of mistrust of his teammates. Similarly, an audience participant recounted a situation in which deception had serious negative impact on a learner, resulting in the program abandoning the use of deception altogether.

Previous Conceptual Work

It is important to put these observations in context, as deception is not a new technique.4 In particular, psychological research has long used this methodology.19,20 One notorious example is the often cited Milgram “obedience experiment,” in which participants were asked to deliver electric shocks to an unseen individual at the request of a proctor, ostensibly to study the effect of punishment on learning. In many sessions, the shocks delivered quickly escalated, as per the study protocol, to apparently very harmful doses. In fact, the subject learner was a confederate of Dr. Milgram, no electric shocks were actually given, and the true goal of the study was to determine at what point an individual would cease to obey an authority figure.21,22 Subsequent to the study, Milgram suggested that his subjects were not harmed by and in many cases seemed to appreciate the insights gained through their participation despite acknowledgment of the deception.23 These observations were supported by several other studies of deception in psychological research in which few subjects found the deception disturbing, and most found other aspects of the procedure more bothersome.24,25 A longitudinal follow-up of Milgram’s subjects contradicted these analyses, however, suggesting that some participants experienced long-term negative effects including lingering feelings of self-doubt and anger as well as uncertainty regarding their personal moral integrity.26 It is unclear how well investigators can collect unbiased data about the individual psychological effects of their own experiments. To bring some order to these conflicting observations, one author suggested that deception can be used as long as “active awareness” is present of the deception and its necessity, that efforts are made to minimize its long-term effects on subjects, and that researchers work to develop techniques to minimize its use.20 This author recommended that subjects not leave the research environment with more anxiety than when they entered and that they should leave the experience enriched in some positive way.

Whereas Milgram’s (and others’) goal was only to investigate, that of most health care simulation instructors is to educate. Comparing these two kinds of simulations thus may be an error of categories.9 Nevertheless, purity of intent does not assure psychological safety. This is of particular concern
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During the debate, an “audience response” question was
asked (with anonymous electronic responses) about whether
it is appropriate to deliberately deceive learners using an
anchored scale from 1 (defined as the viewpoint that del-
iberate deception was “not ethically permissible under any
circumstances”) to 10 (defined as the viewpoint that there
are “no ethical constraints on deliberate deception”). The
audience responded with answers clustered at the high end of
the scale, implying a general sense of ease with deception.
This was further amplified by the tenor of the discussion,
during which many expressed surprise that any ethical issues
existed in this domain at all.27 One participant explained that
deception was commonly used in his setting to instill a
healthy skepticism among learners about the perfection of
fellow clinicians. When placed within the context of the
psychological literature, these observations raised concerns
that a possible disconnect exists between the current state of
uncertainty regarding these issues among some experts and
the current state of practice among simulation educators
(assuming that those present at the debate are representative
of the field). Indeed, even those arguing the “pro” position in
the debate freely acknowledged the theoretical potential for
significant “drift” of deceptive practice and the occasional
occurrence of negative learner repercussions. It was ac-
nowledged by nearly all that given the absence of empirical
evidence on the impact of deception, further work is needed
to clarify what (if any) negative effects deception carries;
what factors determine that risk, when (if ever) it is needed
educationally; and what standards ought to exist. To that
end, we present a framework intended to guide educators
and researchers in considering the myriad facets of simul-
ulation affected by this issue.

Defining a Framework

The framework was developed via discussion among the
authors (a group consisting of the debate participants and
including an ethicist, a psychologist, and 3 physicians with
extensive experience in simulations involving deception) and
was initially based on a distillation of existing literature

![FIGURE 1. A framework for emotionally difficult simulations. This figure depicts the structure of the framework in terms of the factors involved and the key relationships between them. In this figure, each relationship carries as much weight as the factors to which they are connected.](image)

TABLE 1. Core Elements in the Conduct of Emotionally Difficult Simulations

<table>
<thead>
<tr>
<th>Factors</th>
<th>Key Concepts and Questions</th>
</tr>
</thead>
</table>
| Learner background | • Concerns the experience, clinical discipline, psychological vulnerability, and expertise levels of the learner groups involved.  
  “What are the personal and clinical identities of the learners?”  
  “What is their experience with simulation?”  
  “Do they have the psychological resilience to handle the effects of deception?” |
| Faculty background | • Concerns the clinical experience level, simulation experience level, and debriefing experience level of the faculty involved.  
  “Do they have the experience and knowledge base to appropriately conduct an emotionally challenging simulation and debriefing?” |
| Educational intent | • Concerns the instructor’s goals for the scenario and the desired learning objectives.  
  “Why is deception needed to realize these goals?”  
  “Is there a viable alternative?” |
| Scenario structure | • Concerns the outline and time allotment planned for the case and session.  
  “How will the team be familiarized with the simulated environment and brought into the fiction contract?”  
  “How much information can be provided before the case without unduly revealing the nature of the challenges to be met?”  
  “Is the educational issue for which deception may be used specifically discussed before the simulation?”  
  “Considering the likelihood that strong emotional responses will be encountered, is adequate debriefing time allotted?” |
| Session Goal       | • Concerns the ultimate “real-world” change the scenario is intended to elicit.  
  “What is the ultimate intended consequence of the simulation scenario in terms of changing future provider perspectives, behavior, and patient care?” |
| Institutional Environment | • Concerns the properties and attitudes of the setting in which the simulation takes place  
  “What is the safety culture like?”  
  “If a session uses deception to instruct students on how to speak against an authority gradient (or any similar patient safety technique) what additional strategies are needed for that practice to be approved and encouraged and rewarded at the institutional level?” |

The table lists all individual factors in the proposed theoretical framework correlated with the key concepts and questions addressed by those factors.
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regarding the multiple dimensions of simulation as an educational practice. After an iterative sequence of discussions, we attempted to categorize the factors that influence simulation sessions into 6 primary elements and their interrelationships. The overall structure of this framework is displayed in Figure 1.

Primary elements include the learners, faculty, institutional environment, educational intent of the simulation, structure of the simulation, and overall long-term desired goals of the session (Table 1). These elements are further influenced by the key relationships between them. Consider the example of a faculty member who, in general, is qualified to handle the psychological ramifications of a deceptive simulation and a learner who, in general, is ready to experience such a case. If, however, a negative experience has previously occurred between that faculty member and that learner, this might alter how that learner would perceive a deceptive technique used by that faculty member, potentially derailing the simulation. As another example, consider a resident who has participated in a simulation-based intervention intended to improve upward communication of critical information or opinion to the attending. Without a cultural and institutional environment that supports and rewards such behavior, an attempt to use these newfound relationships.

### Table 2. Core Relationships in Emotionally Difficult Simulations

<table>
<thead>
<tr>
<th>Relationships</th>
<th>Key Concepts and Questions</th>
</tr>
</thead>
</table>
| • Faculty background–learner background | • Concerns ongoing relationships that may exist between the specific faculty and learners present in the session.  
  ○ Do any past experiences exist, which either increase or decrease this particular faculty member’s effectiveness with these learners? |
| • Faculty background–educational background | • Concerns the adequacy of the faculty member’s knowledge base with regard to the specific learning objectives.  
  ○ Does he or she have the background to effectively teach this material? |
| • Faculty background–scenario structure | • Concerns the adequacy of the faculty member’s simulation experience in relation to the case at hand.  
  ○ Given the potential for significant emotional stress, does the faculty member have adequate experience to safely conduct deceptive simulations? |
| • Faculty background–institutional environment | • Concerns the role that the session faculty plays in the institutional safety culture.  
  ○ Is he or she seen as a proponent of higher-quality patient care, or does he or she have a negative reputation in terms of safety? |
| • Faculty background–session goal | • Concerns the faculty member’s stake in the overall behavioral goal.  
  ○ Has he or she encountered the issue depicted in clinical practice and thus can speak with the authority of experience? |
| • Learner background–institutional environment | • Concerns how the institutional culture may have affected learners’ abilities to respond effectively to the case.  
  ○ Have they been involved with a medical error root-cause analysis in the past?  
  ○ Have they been reprimanded by authority figures for the behavior being taught in the simulation? |
| • Learner background–educational intent | • Concerns how well the educational goals fit the learners.  
  ○ Do they have adequate experience to understand the points being made, or do they already understand these points?  
  ○ Should confederates be drawn from known faculty or be unknown clinicians? |
| • Learner background–scenario structure | • Concerns how experienced the learners are with simulation in general and with the possible contents of the specific scenario.  
  ○ Are these learners advanced enough to handle the stress of the scenario?  
  ○ Given the specific learner group, should they be familiarized with the simulated environment before entrance?  
  ○ Given the specific learner group, should the existence or possibility of some form of deception be explicitly disclosed?  
  ○ What is the learner’s relationship to known confederates, and how will this influence the session?  
  ○ Does this learner group need the skill being taught? |
| • Learner background–session goal | • Concerns whether the behavior or practice change being taught is something that learners will be able to apply in their practice environment.  
  ○ Does this learner group need the skill being taught? |
| • Institutional environment–educational intent | • Concerns how well the learning objectives have been framed in the context of the overall safety culture.  
  ○ Is the material being taught using common institutional terminology?  
  ○ Are the issues being addressed currently a focus of local patient safety efforts? |
| • Educational intent–scenario structure | • Concerns how thoroughly those objectives have been translated into the planned progression of briefing, simulation, and debriefing.  
  ○ Are the methods (including deception) chosen for the case truly necessary to obtain the educational goals?  
  ○ Does the session structure include appropriate “prebriefing” time and content to adequately support the emotional weight of the scenario? |
| • Scenario structure–session goal consequence | • Concerns how the structure will likely affect the future clinical behavior of participants.  
  ○ Are the methods adequate to assure the appropriate long-term outcome?  
  ○ Will the skills being taught place learners in a difficult situation?  
  ○ How could this affect the learner’s emotional response?  
  ○ What cultural alterations might be necessary before this issue can be addressed via simulation? |

The chart depicts the central relationships highlighted in the framework correlated with the key concepts and questions addressed within those relationships.
communication skills may well be met with a negative re-
response that could undercut the learning point. Important
interactions exist between all elements (Table 2).

**Key Pedagogical Questions**

Given the complex nature of the relationships outlined in this model, where should we begin? Although all agree that deceptive simulations hold the potential to generate psychological distress on the part of learners, significant disagreement exists as to whether this distress actually causes ongoing psychological harm to learners and diminishes teamwork and trust among clinicians and if this outweighs the benefits of using deception to prepare clinicians for the challenges of actual patient care. Significant disagreement also exists as to whether deception is necessary to achieve these pedagogical goals. Placing these questions in the framework discussed earlier highlights the elements and relationships most in need of investigation, that is, the faculty-learner relationship and the scenario structure-learner relationship (Fig. 2).

**Is Deception “Psychologically Safe”?**

Psychological safety of deception refers to the possibility that deceptive simulations could engender forms of stress that negatively impact learning, generate aversion to simulation-based approaches to education, and/or diminish participant’s sense of self-worth that require mitigation. This last concern relates to some consequences of Milgram’s research where certain subjects may have experienced significant loss of self-esteem as they grappled with the realization that they were willing to inflict pain on another if asked by an authority figure. However, how can we judge the likelihood that a given simulation or scenario will cause harm of this nature? One concept to consider is the fiction contract, the often implicit mutual agreement that learners will do their best to “suspend disbelief” and treat the situation “as if” it is real despite often unavoidable breaches in environmental and equipment fidelity. This contract may be straightforward for simple scenarios, but it is difficult to predict the degree to which adding unexpected deception to a case risks transforming it into something that—unknowingly—no longer conforms (at least for some individuals) to the implicit contract perceived by participants. One relevant observation from the psychological literature divides deceptive techniques into 2 categories as follows: those that occur within the bounds of the general “as if” contract and those concerning the contract itself. For a given scenario, deceptive actions perceived as being within the contract are often accepted by participants, whereas deception about the nature of the contract itself is often viewed as a breach of trust and good faith and by corollary is felt to cause more distress. An example of the former is a scenario that uses deception to further the explicit educational goals presented to the learners upon entry into the simulated environment but that leaves those goals unaltered. An example of the latter is a scenario designed to conduct research regarding response to authority but in which participants are deceived into believing the purpose of the session is purely educational.

**TABLE 3.** Common Deceptive Approaches and Possible Strategies for Mitigation

<table>
<thead>
<tr>
<th>Common Deceptive Approaches to Simulated Encounters</th>
<th>Strategies for Mitigating Deception</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Simulations in which the confederate is a real clinician known to participants</td>
<td>• Briefing participants before a simulation containing a deceptive confederate that deception might or will occur.</td>
</tr>
<tr>
<td>• Simulations in which the confederate is portrayed by a clinician or actor unknown to the participants.</td>
<td>• Conceptual simulations of decision making conducted as an imaginative “what if” discussion with live facilitators.</td>
</tr>
<tr>
<td>• Simulations in which one of the participants themselves are selected to be the confederate.</td>
<td>• Computer-based simulations scripted to focus overtly on the interpersonal issue of concern, which are, by design, devoid of potentially negative emotional and psychological triggers.</td>
</tr>
<tr>
<td>• Computer-based simulations that include scripted versions of the confederate types mentioned earlier designed to evoke similar emotive responses.</td>
<td></td>
</tr>
</tbody>
</table>

The chart depicts a number of possible simulation approaches that use deception to address complex subject matter along with possible strategies that could mitigate the emotional impact of deception. Comparing the effects of each approach on learners could yield valuable insight regarding the role of emotional activation on knowledge and skill retention.
The question then becomes how our learners categorize deception occurring within our specific training environments. A starting point for research into this issue would be to identify simulation centers that already use deception in scenarios and invite them to function as “natural laboratories” for research.31,32 By generating experiential data from learners who have participated in deceptive simulations, their responses, attitudes, and concerns could be investigated.31,32 A number of rigorous qualitative methodologies exist, which could be effectively used in this analysis.33–37 Although data generated at a single site might be biased by institutional culture, a number of these studies from a broad range of programs could meaningfully impact our understanding of the effect of deception on learner perspectives and psychological outcomes.

Is Deception Ever Needed?

Although it seems that all agree that learners must be adequately equipped with the communication and relational skills necessary to successfully navigate difficult interpersonal or hierarchical situations in the clinical environment, experts differ with respect to what is needed in simulation to accomplish this. Advocates of deception believe that a high level of emotional and psychological authenticity is needed to achieve these learning objectives and propose that this authenticity can be difficult to generate without using deception of some sort. Those concerned about deception, however, suggest that this high degree of emotional authenticity may not be as necessary for learning as advocates believe and further propose that the learning objectives in question can be effectively taught with either no deception at all or with a mitigated form of deception in which participants are forewarned that deception will occur. Reaching a solution will require a systematic investigation of the cognitive and emotional differences among participants who have experienced simulations containing different types and degrees of deception.

To address this, we propose a “multimodal” study in which learners experience a variety of simulations of equivalent clinical and communication/relational challenges but containing varying degrees of deception both with and without mitigation. Table 3 outlines the types of deception that could be assessed and the possible mitigating techniques. By comparing learner performance in effectively addressing the clinical and interpersonal issues portrayed before and after each session, much light could be shed on how much emotional activation is needed to best facilitate learning. Structured interviews to assess the emotional state of learners before and after each session could also help delineate the emotional issues triggered by each type of approach and the best ways to defrib problems that may arise.

CONCLUSIONS

As the field of simulation grows and matures, ethically challenging issues such as the use of deception will continue to arise.38 At present, considerable controversy still exists as to the place of deception in simulation, and concerns exist among some experts that the possibility of negative psychological and ethical repercussions from deceptive techniques may be underestimated by the larger simulation community. We offer this framework as a step toward approaching these psychological and pedagogical issues. It is incumbent upon the simulation community to carefully examine the issues surrounding deception and to conduct scholarship that allows us to navigate these waters in an evidence-based manner.
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